Chapter 3

On stage: 

Sensations, images, and ideas. 


Philosophers have long divided conscious events into  sensations, which have  perceptual qualities like color and shape, and  abstract   ideas, which do not have such qualities.  If  you can imagine this morning’s breakfast you can probably visualize the eggs, the toast and the orange juice. But visualizing the  abstract concept of “daily nutrition”  is much harder.  The world of sensation is unparalleled in richness and precision along all the qualitative dimensions of color, texture, flavor and touch.   As Aristotle observed, mental images are like faint copies of sensations, so that vision seems to be mimicked by visual imagery, and inner speech echoes the  experience of physical speech.  We now know that Aristotle was right: there is a close overlap between the brain areas involved in perception and imagery.   Images and inner speech are  truly   internally created sensations.  


However,   ideas seems to be different. Like the abstract concept of “nutrition” compared to your mental image of this morning’s breakfast, ideas  seem to lack sensory qualities;  they  have no color, no texture, and no fine-grained detail.  Yet they resemble sensory  experiences in other ways. Conscious ideas occur one after another (serially), they are  highly structured and internally consistent. and they compete for access to  consciousness:   For example, it is hard to look at a beautiful painting and think about a  difficult conceptual problem at the same time.  


 Even if we cannot appreciate sensations and concepts at the very same instant,  most of the time we are dealing with both almost at the same time.  This printed sentence, for example, has visual qualities,  and if you are using inner speech as  you read this, it evokes some auditory ones as well. But it also has meaning. When sensory and conceptual levels are consistent with each other, they may coexist in consciousness,  perhaps not in the same instant but at least over a period of seconds and longer.  The most moving poetry,  the most enduring interactions with other people,  joins abstract and concrete levels  of experience.  


Consciousness has a sensory  bias.   

Sensory perception has distinctive and robust qualities, what philosophers call qualia : colors, textures, salt, sour, and sweet tastes, smooth and rough touch, wetness,  sharp and dull pain, focused and vague pleasures, the dull varieties of stomach aches, jolts of fear and blazing anger, itches and muscle pains, melodies and rhythms, the acrid odor of gunpowder, tonal harmony and dissonance,  the crack and rumble of a thunderstorm.  Nothing by comparison is as rich and full of nuance, nor as compelling in presence and urgency.  


The sense modalities include the five classic senses plus many submodalities like heat, pain, and pleasure. Conscious percepts leave a fast-fading trace in our minds that can be measured. Children on a camping trip often discover how you can take a stick with a glowing ember from the campfire, and rotate it against the night sky to show a sparkling trail. If you swing the glowing stick in a circle about two feet across until it forms a visible circle, the circumference of the circle gives a good  approximation for the decay time of visual sensation, a few  seconds  LONG at most. Methods like this agree roughly on the time of the fleeting visual present, and similar DURATIONS HAVE BEEN FOUND FOR CONSCIOUS SENSORY ECHO OF SOUND AND TOUCH. The chemical senses --- smell and taste --- last as long as stimulating molecules are present at the receptor surfaces in our nose and mouth, until the senses adapt to them, perhaps ten seconds or a little longer. 


All qualities of the outer senses seem to be echoed in the inner senses, EVOKED BY PURELY INTERNAL SOURCES. Visual images   resemble real visual sensations, and inner speech   has much in common with overt speech. 


It is interesting to compare the clarity and detail of conscious events in sensory input, in output of speech and action, and in intervening mental processes like thinking.  Sensory perception is   the input mode of the nervous system, and  we are exquisitely conscious of the details of each sensory impression.  But thinking  seems to be devoid of conscious qualities, except where it involves inner speech;  inner speech seems to be a simulation of ORDINARY OUTER speech input. Finally, if we look at output --- speech and action --- we seem to have much less conscious appreciation of details than in  sensation.  


In sum, it seems as if we get our most detailed conscious information from SENSATIONS, OR SIMULATED INNER SENSATIONS: qualitative, percept-like events.  Try raising your eyebrows, for example. Did you know which muscles to contract? Now compare this knowledge to seeing yourself    raising your eyebrows in a mirror. Which task provides more detailed information, doing it or seeing yourself doing it? It is commonly reported that we have little or no sense of detail in action control, though perception is full of  rich   detail.  


Perception  of the physical world may be the most ancient mode of consciousness. The sensory systems are evolutionarily old  and very highly developed. Sensory perception is necessary for survival and reproduction in a world that arose long before cultural evolution began to explode with challenges to our paleolithic brains, only ten thousand years ago. Before that time humans were hunter-gatherers in a relatively stable environment over millions of years, and it is in that stone-age environment that our brains developed from the primate stock. 


What differentiates humans from other primates is the growth of cortex, but not sensory cortex.  Vision, audition, touch and taste, and especially smell, are well developed in all primates, and indeed in most mammals. Humans have some additional patches of specialized cortex to handle language, facial expressions and manual dexterity. But the greatest amount of new cortex, as shown by  our bulging craniums, is not sensory or even linguistic; it is the part that involves abstraction, planning and the control of self in action.  


Consciousness in the visual brain.    


More is known about vision than about any other sense modality.  
Figure 3-1 shows the location of the PRIMARY visual cortex, at the rear tip of the brain. and a horizontal slice in cross-section. The optic tract begins at the retinas, at the back  of each eye,  stops off at the thalamus, and terminates in the first part of visual cortex, called V1.  Like all cortex, the visual region is a deeply folded sheet. 

---------------------------------

Insert Figure 3-1 about here. 

----------------------------------

 If the EARLY visual areas V1 to V5  were unfolded, they would show five increasingly integrative maps of the retina; any two neighboring points on the retina are also next to each other in V1-V5.  


Area V1,  the first place where information from the eyes reaches the cortex,  responds only to a few basic properties of the visual field, a little bit like a black-and-white television screen that only represents dots of light.  The nerve cells in V1 are sensitive to light points surrounded by darker contrasts, and dark points surrounded by lighter contrasts; and to short straight bars of light and dark, at many different  orientations; and to moving bars of light.  Each of the other visual areas from V2 to V5 detects its own particular visual features, and most feed back to preceding areas. V2 appears to specialize  in orientation and color;  V3 seems to deal with shape; V4 is largely devoted to color; and V5 is specialized in  motion detection.   


From this early analysis visual information goes on to the next higher areas,   up to what are now believed to be over forty different visual analyzers, including  patches of tissue specialized in deciphering objects, faces, location and the like.  Starting from areas V4 and V5, the visual brain begins to transmit information to the frontal cortex and other nonvisual parts of the brain. In theater terms, this is the point where the visual actors begin to speak to their audience.  


BUT WE DO NOT SEE THE WORLD ONLY IN POINTS OF LIGHT; WE SEE OBJECTS, FACES, TEXTURES, SHAPES, COMPLEX MOTIONS AND ENTIRE VISUAL EVENTS. THOSE HIGHER-LEVEL ASPECTS ARE AN ESSENTIAL PART OF OUR VISUAL EXPERIENCE. AS FRANCIS CRICK AND CHRISTOF KOCH POINT OUT, THEY ARE NOT EXPLICITLY REPRESENTED IN EARLY VISUAL CORTEX AT ALL. CELLS THAT REPRESENT THESE HIGHER-LEVEL CLUMPS OF VISUAL MEANING ARE FOUND ALONG THE BOTTOM OF THE TEMPORAL, AND THE TOP OF PARIETAL CORTEX, COVERING, IN A BROAD SENSE, THE ENTIRE REAR HALF OF THE VISIBLE BRAIN. IN THAT BROAD SENSE, OUR CONSCIOUS EXPERIENCE OF THE SENSORY WORLD CANNOT BE REDUCED TO A FEW AREAS: IT RESULTS FROM THE REAR HALF OF THE ENTIRE CORTICAL MANTLE, SOME 50 BILLION NEURONS, PERHAPS. 


YET THERE IS SOMETHING SPECIAL ABOUT EARLY VISUAL CORTEX.  THAT SPECIAL CONTRIBUTION IS BROUGHT OUT MOST CLEARLY IN A REMARKABLE TYPE OF BRAIN DAMAGE, CALLED BLINDSIGHT, PERHAPS THE SINGLE MOST REVEALING KEY TO THE GREAT PUZZLE OF PERCEPTUAL CONSCIOUSNESS. Semir Zeki, one of the foremost researchers ON visual cortex, even speaks of “experiential neurons” in this part of the brain.  Here is the reason why. 


BLINDSIGHT. 

ONLY ONE KIND OF BRAIN DAMAGE SEEMS TO SELECTIVELY ABOLISH VISUAL CONSCIOUSNESS ITSELF.   Some stroke patients  sustain damage to area V1,  just where the optic radiations first reach the cortex.  Scientists Ernst Pöppel and Larry Weiskrantz were among the first to study this remarkable deficit.    Blindsight patients  get visual information from the world just as the rest of us do, but they say they are not  visually conscious  of it.  If you show them a cup of coffee they claim not to see it; yet forced to guess, they are surprisingly accurate. They can reach for THE visual object  quite accurately, point to ITS location, detect large differences in pattern and even color, and TRACK IT WITH THEIR EYES. move their eyes toward IT. Yet they vehemently insist they have no visual experience of the coffee cup.  


We must not overlook the human tragedy of blindsight,  but from these disasters in the lives of PEOPLE human beings we learn that visual consciousness is something more than just knowledge. To have the experience of visual   consciousness,  that rich array of color and detail, of shading, reflections of the light,  textures, OBJECTS AND EVENTS, we need area V1. And we now have similar reports from analogous damage in the other sensory systems.  Neuropsychologists have found patients suffering from “deaf hearing” after damage  to the first auditory area (A1) and OF “BLIND TOUCH” FROM DAMAGE TO the first somatosensory area (S1). These disorders are also marked by “knowing” without sensory consciousness.  In spite of disagreements about details, there is now a good consensus that blindsight, and its analogues, provide us with a key feature of one kind of conscious experience. 


THE MYSTERY OF BLINDSIGHT IS NOT SO MUCH THAT  UNCONSCIOUS VISUAL KNOWLEDGE REMAINS. LARRY WEISKRANTZ HAS POINTED OUT THAT AT LEAST TEN “MINOR” PATHWAYS HAVE BEEN FOUND FROM THE EYES TO THE CORTEX, IN ADDITION TO THE GREAT HIGHWAY OF THE VISUAL TRACT THAT NORMALLY LEADS TO CONSCIOUS VISION. THE GREATEST PUZZLE SEEMS TO BE THAT INFORMATION THAT IS NOT EVEN REPRESENTED IN AREA V1 IS LOST TO CONSCIOUSNESS WHEN V1 IS DAMAGED. LET’S STATE THAT IN ANOTHER WAY: V1 IS THE ONLY REGION WHOSE LOSS ABOLISHES OUR ABILITY TO CONSCIOUSLY SEE OBJECTS, EVENTS, PEOPLE, DRAMATIC GESTURES, DELICATE TEXTURES, THE ARTISTIC SHAPES OF A PICASSO PAINTING OR A FIREWORKS DISPLAY. THE CELLS IN V1 ONLY RESPOND TO A SORT OF “POINTILLISTE” LEVEL OF VISUAL PERCEPTION, LIKE THE DOTS OF LIGHT ON A TELEVISION SCREEN. 


CELLS THAT RECOGNIZE OBJECTS, SHAPES, AND TEXTURES ONLY APPEAR  IN MUCH “HIGHER” REGIONS OF CORTEX, STRUNG IN A SERIES SPECIALIZED REGIONS ALONG THE BOTTOM OF THE TEMPORAL LOBE. HERE WE FIND THE AREAS THAT SUPPORT OUR VISUAL KNOWLEDGE OF OBJECTS AND FACES, FOR EXAMPLE. DAMAGE TO THESE AREAS RESULTS IN FAILURES OF OBJECT PERCEPTION: A PATIENT MIGHT BE ABLE TO READ SMALL PRINT, BUT CANNOT VISUALLY RECOGNIZE A WRISTWATCH. HOLDING THE WATCH BY HAND ALLOWS RECOGNITION BY TOUCH, SO THAT WE KNOW THE DEFICIT IS IN THE VISUAL SYSTEM. AND THE ABILITY TO READ SMALL PRINT INDICATES THAT CONSCIOUS VISUAL RESOLUTION IS INTACT, QUITE DIFFERENTLY FROM BLINDSIGHT. 


ONE OF THE MOST FASCINATING FEATURES OF BLINDSIGHT IS THE FACT THAT EVEN THOUGH THE PATIENT DENIES VISUAL CONSCIOUSNESS, A GREAT DEAL OF VISUAL KNOWLEDGE REMAINS --- IT’S JUST NOT CONSCIOUS. IT IS DIFFICULT TO PERSUADE PATIENTS WHO BELIEVE THEY ARE BLIND, TO “GUESS” WHAT THEIR EYES MIGHT BE SEEING, BUT WHEN THEY ARE CAJOLED INTO DOING SO, THEIR “GUESSES” ARE EXTRAORDINARILY ACCURATE. THEY CAN IDENTIFY OBJECTS, COLORS, MOVEMENT, AND LOCATION IN THE VISUAL FIELD, WITH REMARKABLE ACCURACY. THEY CAN REACH FOR OBJECTS WITH CONSIDERABLE ACCURACY, AND THEIR HANDS OPEN WIDER FOR LARGE OBJECTS THAN FOR SMALL ONES.  BLINDSIGHT CONSTITUTES A VERY PRECISE PHENOMENOLOGICAL CONTRAST. NONE OF THE OTHER FORMS OF VISUAL DAMAGE SHOWS THIS REMARKABLE PATTERN, THAT APPLIES SO CLEARLY TO THE QUESTION OF CONSCIOUSNESS AS SUCH. 

PERHAPS THE GREATEST PUZZLE WE FACE TODAY IS: HOW ARE WE TO THINK ABOUT THE RELATIONSHIP BETWEEN V1 AND THE HIGHER VISUAL AREAS? WHERE DOES CONSCIOUSNESS RESIDE? 


HERE IS THE EVIDENCE IN A LITTLE MORE DETAIL. 


Converging evidence for consciousness in “early” visual cortex. 

The brain is an immensely complex and often surprising organ; brain scientists commonly devote entire careers to even small subsystems within that great continent. Even stating reasonable hypotheses about brain functions can be very tricky indeed. 

IN ADDITION TO BLINDSIGHT, WHICH IMPLICATES AREA V1 IN VISUAL CONSCIOUSNESS, THERE IS FURTHER SUPPORT FOR THE EARLY PARTS OF VISUAL CORTEX. THE EVIDENCE COMES FROM: 


1. Direct stimulation. It has been known for many years that a low-current electrode applied to the sensory cortex in vision, hearing, and the body senses will evoke corresponding conscious sensations. This is not true in other parts of cortex. 


2. Recording  from SINGLE  nerve cells.  Nikos Logothetis and Jeffrey Schall have now found remarkable experimental verification that the visual brain in monkeys behaves exactly the way the human brain does, when it is confronted with binocular rivalry --- it will create coherence even in the face of competing visual inputs. Logothetis and Schall used motion rivalry between two visual streams, a grating moving upward in one eye, and downward in another, like two opposing escalators.  Since the two streams of information seem to be in the same spatial location, they cannot be interpreted as two separate streams,   and one of the two is always suppressed. To humans  it looks as if the visual escalator goes up in one moment and down in another, as the brain selects one or the other input.   Question: Will the same phenomenon occur in macaque monkeys, with visual brains much like our own? Or, to put it more boldly, do macaques have coherent visual consciousness, as we do? 


Logothetis and Schall trained monkeys to indicate whether they saw the visual escalators going up or down, which is easy to do simply by presenting one  visual flow at a time. Not surprisingly, macaques easily learn  to signal when they perceived an up or down-flowing grating, with perfect accuracy. Then the two opposing streams were presented simultaneously, one to each eye. Macaques chose one or   the other, exactly the way humans do, occasionally changing between the two interpretations. To explore the brain location of the effect, the scientists recorded the activity of single neurons in the part of visual cortex that responds to motion (called area V5 or MT) and found, indeed, that more motion-sensitive neurons fired in the directional neurons that the monkeys indicated they were perceiving.  


 Logothetis and Schall accomplished a historic feat in finding the brain correlates of conscious visual experience.   Obviously the experience of a visual grating flowing  up or down involves many brain neurons, but the direction of motion   is the essential difference.  It is what makes it possible to respond “up” or “down” for humans, and for monkeys to indicate the same thing with a lever.  


Their study is a prototype of excellent consciousness research. It is carefully designed to treat consciousness as a variable, using a visual effect that is clear and powerful in humans, and is therefore likely to have major brain correlates in primates with similar visual systems. Cortical recording of ambiguous information is becoming increasingly possible with the growth of neuroimaging techniques, and we are likely to see further studies following on this landmark work. 

---------------------------------------------

Figures 3-2 to 3-3 are  color photographs.

---------------------------------------------


3. Brain imaging of visual consciousness.   This is perhaps the clincher. The evidence from brain imaging studies can be seen in Figures 3-2.  As you can see, early visual cortex “lights up” in the computer-generated maps of the brain based on PET scans and other brain imaging techniques.  “Lit up”  areas represents  increased consumption of oxygen and glucose, needed to  feed neurons that are working harder than others in the scan.   What is important for us is that the early visual projection areas, which we believe include conscious vision, light up in tasks in which people tell us that they are indeed conscious of the visual stimulus. Figure 3-3 shows that  auditory tasks light up auditory cortex, and so on. 


Semir Zeki writes that area V1 may be the location of visual conscious experience; consciousness disappears with damage to V1, but not when V4 or V5 are damaged. A missing area V5 makes is hard to pick up movement of conscious visual elements, but only damage to V1, according to Zeki, affects consciousness of visual objects directly. 


The wiring diagram is only the beginning of the story. 

We now know a very rough description of the early visual wiring diagram, but that is not nearly enough: the real question is how neural activity flows along those “wires,” and here we must make note of the fact that essentially all connections go in both directions, “upwards” and “downwards.” Information flows from the visual relay station of the thalamus to cortical area V1, and back again; from V1 to V2, and the other way; and so on. In fact, we know that really stable neural traces (for time periods of seconds to perhaps minutes) seem to involve two-way re-entrant loops.  Nobelist Gerald Edelman has made the case that all conscious events seem to require such loops, and similar arguments emerge from neural net modeling techniques. 


Visual consciousness  would seem to involve a series of interlocking activation loops. One cycles between thalamus and V1; a second, complex set of interacting loops flows among the early visual areas V1 to V5. A further set of loops seems to go to higher visual areas representing objects, facial features and the like, in different parts of the temporal cortex; and location of the visual object is coded along the top of the brain well into the parietal cortex.  The whole Ferris wheel of active loops is probably modulated by the executive attentional network discussed in the next chapter. 


A POSSIBLE SOLUTION TO THE PUZZLE OF BLINDSIGHT: AREA V1 AS A SPATIAL COORDINATOR.   


IF THE FUNDAMENTAL QUESTION IS HOW V1 COULD BE SO IMPORTANT TO VISUAL CONSCIOUSNESS, WHILE THE HIGHER AREAS ARE NEEDED TO REPRESENT OBJECTS AND OTHER HIGHER-ORDER VISUAL UNITS, ONE REASONABLE HYPOTHESIS IS THAT THE MAJOR FUNCTION OF V1 MAY BE TO COORDINATE ALL THE VISUAL AREAS INTO A SINGLE SPATIAL COORDINATE SYSTEM. IT IS AS IF WE HAVE A SMALL ORCHESTRA, PLAYING THEIR PARTS FROM THE SAME MUSICAL SCORE. EACH INSTRUMENT COULD DO ITS JOB PERFECTLY, AND YET, IF THEY WERE NOT PLAYING TOGETHER THE RESULT WOULD BE NOISE. A CONDUCTOR IS NEEDED TO PACE ALL OF THE INSTRUMENTS, SO THAT THEY PLAY IN UNISON. AREA V1 MAY BE SUCH A COORDINATOR, NOT IN TIME, BUT IN RETINAL TWO-DIMENSIONAL SPACE.  TO DRAW THE ANALOGY, WE KNOW THAT UP TO FORTY SEPARATE REGIONS OF THE REAR HALF OF THE BRAIN MUST BE COORDINATED, SO THAT THE POINTS REPRESENTED IN V1 ARE INTERPRETED AS COLORS IN V2 AND V4, AS ELEMENTS OF A MOVING OBJECT IN V5, A PART OF A COFFEE CUP IN YET HIGHER LEVELS. SPATIAL COORDINATION MUST BE MAINTAINED TO KEEP ALL THESE AREAS “LINED UP,” IDENTIFIED AS THE SAME LOCATION IN RETINAL SPACE. ON A COLOR TELEVISION SCREEN, THAT JOB IS ACCOMPLISHED BY A “RASTER,” A LARGE SQUARE CONSISTING OF PRECISELY LOCATED POINTS OF LIGHT, SO THAT THE THREE COLORED ELECTRON GUNS ARE AIMED PRECISELY AT THE RIGHT POINT ON THE SCREEN, THEIR COLORS MIXING TOGETHER TO COME UP WITH JUST ONE SINGLE GLOWING PIXEL OF AQUAMARINE. IN THE BRAIN, IF THE FORTY AREAS OF VISUAL REPRESENTATION ARE NOT LOCKED INTO A SINGLE COORDINATING RASTER, THEIR ACTIVITIES MIGHT NOT FUSE TO FORM A SINGLE VISUAL SCENE. THE RESULT MIGHT NEVER ADD UP TO A COHERENT DISPLAY, READY TO BECOME CONSCIOUS. 


IN THE TECHNICAL JARGON, V1 MAY BE NEEDED FOR SPATIAL “BINDING,” TYING  MANY VISUAL AREAS INTO A SINGLE RETINOTOPIC DISPLAY.  A SIMILAR ARGUMENT HAS BEEN MADE BY RODOLFO LLINAS AND FRANCIS CRICK IN TERMS OF TEMPORAL “BINDING,” AS WE SHALL SEE BELOW. 


How does  visual consciousness  relate to the  state of  waking consciousness ?   

As we have seen, the state of waking consciousness is mediated by two small parts of the central core of the brain, the reticular formation and the intralaminar nuclei of the thalamus. (Chapter 1)  When these areas are damaged, people fall into coma. Waking consciousness is a necessary condition for visual consciousness ---  so what is the relationship between  the waking state and the cortical contents of consciousness?    


We could suppose that the intralaminar nuclei (ILN) corresponds to the stage of the conscious theater, but they may be to small to carry all the richness of a visual scene, for example.  Francis Crick  has suggested that a related thalamic nucleus, called the reticular nucleus (nRt) may control the gates of the major thalamic nuclei that send their information to the sensory areas of cortex.  The reticular nucleus is known to be involved in selection  of one pathway or another to sensory cortex. It is  the traffic cop, but not the traffic. It is not itself a source of conscious experience. 


A number of brain scientists have proposed that there may be a looping, self-reinforcing flow of neural activity, going from visual area V1 to the visual nucleus of the thalamus, and back again to cortex. Circling loops of activity may be the best way to create stable states in the brain, and Nobelist Gerald Edelman has suggested the term “re-entrant loops” for such loops. Mathematical models of interacting levels of neurons show that re-entrant loops can lead to stable, high levels of activity. This might be a way in which activity in area V1 could be sustained at a high level for a few seconds --- a long time for neurons --- and just about the right duration for conscious sensory experiences.  


But we still don’t know how the state   of consciousness, supported by ILN and the brain stem, could combine with visual contents   from V1 to create visual consciousness.  Here is a possibility that is now gaining much attention.


One of the basic questions raised in recent years by Francis Crick, among others, has been: How do all the different neurons in the visual cortex combine their specific information into a single, coherent conscious experience? HOW IS TEMPORAL BINDING ACHIEVED? One possibility is a pacing rhythm, a widespread, oscillating electrical signal that could entrain many different neurons to dance in rhythm with each other. A pacing rhythm might act as a kind of FM radio transmitter, a source of electrical activity at some known frequency that can  “carry” other signals; but instead of being carried by the pacing rhythm, conscious information would presumably be coordinated by it, ending up in other parts of cortex where the conscious signal would be interpreted. 


The most attractive candidate for such a pacing rhythm at this point is a 40 times-per-second oscillation proposed  by Rodolfo Llinás and Crick. Llinás in particular  has developed much evidence on behalf of what has come to be known as “the 40 hertz hypothesis.” And here, finally, is the connection with the ILN: It is believed to be an active source of 40 hertz oscillations, in Llinás’ account  sweeping from the front of the cortex to the back 40 times per second. 


In sum, 


The early parts of visual cortex, AREA V1 MAY BE ESSENTIAL TO VISUAL CONSCIOUS EXPERIENCE, BY ACTING AS A SPATIAL COORDINATOR, HOLDING ALL THE ACTIVE HIGHER VISUAL AREAS IN A SINGLE RETINAL COORDINATE SYSTEM. 

The areas responsible for the state  of waking consciousness may provide the 40 hertz signal to coordinate  what Semir Zeki has called “the experiential neurons” in visual cortex WITH THALAMIC AREAS NEEDED TO MAINTAIN THE STATE OF CONSCIOUSNESS. 


The selective attention system in the thalamus may open the visual gates in coordination with ILN, so that information from the eyes flows to cortex at the same time that a 40 Hertz pacing rhythm from ILN works to coordinate the visual input. 


This seems to be a reasonable story today; but we do not know nearly enough yet to tell if is really true. 


The consciousness network: Are the sensory  projection areas the equivalent of a  theater stage? 


 Is it possible that THE EARLY VISUAL AREAS corresponds to the stage of the visual theater, that EARLY auditory areas CONSTITUTE the sound stage, while EARLY somatosensory areas may be the body sense stage? Are the basic sensory contents of consciousness represented in all the early projection areas?  Instead of having one stage in our theater of consciousness, we may have five,  switching rapidly back and forth several times per second.   We can THEN suggest a sensory consciousness network,   to provide the basis for qualitative conscious experience.   

------------------------------------------

Insert Figures  3-4 to 3-6  about here

------------------------------------------


As we will see, a sensory consciousness network may provide the foundation for the inner conscious senses as well as the outer ones, and even for abstract, conscious ideas. 


Imagery and self-talk:  The inner senses.  


There is now solid evidence that imagery and perception differ primarily in the source of information: In perception the source is the senses, while in imagery it is the brain itself. 


Can  you imagine an elephant? See if you can view it from the side, from head to tail, the great flank, the ears, the small curling tail. Now walk around to its front --- don’t get too close ---   so you can see it head-on, from a distance of about fifteen paces.  Stand in front of the elephant so that you can see both eyes  and now imagine a fly crawling over the  left eyelid. Did you just zoom in on the elephant’s eyelid to see the fly? Everyone I’ve asked this question reports having done so. What about your image of the elephant, when you zoom in? When we move close to a small object with the physical eye, the rest of the scene overflows the visual field. As we zoom out again, the larger image comes back into focus. But why does imagery show the same effects? Do we have a visual field in our heads?  


Cognitive scientist Stephen Kosslyn has demonstrated that “the mind’s eye” is a surprisingly realistic figure of speech.   The human visual field has a characteristic size and shape, which is easy to show. Simply look at the room in which you are reading this, allowing your eyes to  move, but without moving  your  head. Now BRING YOUR HANDS in from the sides of your visual field until you can barely see them;  the horizontal limits of the active visual field will be on the order of 120 degrees of visual arc. Do the same for the vertical limits, and it will turn out to be less than half of that. The working  visual field seems to be a flat oval, let’s say 45 degrees in height by 120 degrees wide. This estimate depends critically on allowing the eyes to move normally, without  moving your head, and without forcing  the  eyes far into the corners of the field. If you now close one eye and fix the open eye rigidly on a single target, the field will shrink dramatically to only a few degrees of visual arc, corresponding to foveal   vision. The fovea is a small, central patch of each retina that has very high density of visual receptors, hence the  highest visual resolution. It is the keyhole-sized “sight” that we aim at the world to get  high-resolution snapshots. While the fovea subtends about four degrees of visual arc, the free-ranging visual field, allowing the eyes to move normally, is perhaps 45 by 120 degrees.


You can measure your inner field of imagery exactly the way  you did your visual field, by using your imaginary hands (of course!). Closing your eyes, move your virtual hands to the sides of the imagery domain, and write down the horizontal extent of your field. Now do the same in the vertical dimension. People generally will come up with somewhat less than 120 degrees of horizontal arc, and about 45 degrees vertical. 


A variety of such experiments show a remarkable resemblance between the physical visual field and its mental double.  Over the last several years research has begun to reveal the reason for this remarkable resemblance.  Stephen Kosslyn and Martha Farah have shown extensively that visual imagery elicits activity in THE SAME PARTS OF visual cortex AS VISUAL PERCEPTION --- in other words, that in generating mental images in the mind’s eye, we use the same pieceS of brain that interprets the physical eye (Figure 3-7). (1) 

It is, in a way, a confirmation of a long-standing hypothesis. In the 6th century B.C. Aristotle, an extraordinary scientific observer, suggested that images are “faint copies of sensations.” I suppose that this must be a record for length of time between prediction and verification of a psychological hypothesis, about 2,500 years. 

Could it be that perception ---  and imagery, which rides on it ---  is the only conscious modality that has qualities? Is it the only one we ever experience in detail? I think it is quite possible. Abstract concepts may have no mental qualities like color and warmth. But before exploring abstract concepts, consider first the FOREMOST mental tool  we have for thinking abstractly: the tool of language. 


That little voice. 


Consider for a moment the little voice in the back of your head. (If it just said,  "what little voice?" --- that's the one!)  Most of us go around the world talking to ourselves.  Just by noticing it more, we can come to realize how often we talk to ourselves  in the privacy of ours minds, sometimes addressing a completely imaginary jury --- of professional peers,  family, or you, the reader --- in a sort of simulated reality. People are often quite willing to tell us about their private monologue. Simply by asking them to write down clear internal speech as soon as it occurs, a body of useful evidence has been gathered.  


We are a gabby species. The urge to talk to ourselves is remarkably compelling, as we can easily see by trying stop   the inner voice  as long as possible. My  limit for self-imposed inner silence seems to be about five seconds, and  while people no doubt differ to some extent,  no one I have asked reports silences that go much longer.  As an experiment it is quite interesting to try it a few times, just to see how predictable the urge to talk really is; or ask a few friends to try it just to see how long they can keep  inner silence. (Closing your eyes will help.) Inner speech is one of the basic facts of human nature, one that takes only a minute to demonstrate. It seems to be utterly basic to the human condition.  Most of us seem to spend far more hours per day talking to ourselves than to other people.


If we include inner speech  in the inner senses, we can even find  similarities between inner and outer articulation of words. (Figure 3-8) 


The psycholinguist Gary Dell has shown that internal tongue-twisters create errors very similar to overt tongue-twisters. Try repeating  “Peter piper picked a peck of pickled pipers” in your inner speech, for example. Do you notice inner pronunciation errors? But you have no real inner tongue to twist, or do you? Inner speaking and singing may be learnable skills.  Artists and musicians often describe such imagery skills, and athletes find it helps to mentally  practice pole vaulting or golf shots  to improve their performance. Imaginary practice can be very effective --- which makes a lot of sense if we use the same bits of brain tissue for mental and physical practice. 


Mental images play a horrific role in phobias, post-traumatic stress, and schizophrenia. Phobia can be considered a disorder of imagery control: even with no realistic danger of falling from a high building, phobics still play catastrophic images to themselves, paralyzed with fear just as if their images were real. Some therapy techniques are aimed to change  the mental  images that phobic individuals struggle against so valiantly, and they have a good success rate. In one technique, called “practicing the symptom,” phobia victims are taught to deliberately manipulate their images of the feared event: to approach the edge of a tall building in their imagination,  look over the edge, and even jump; since you can do anything in your imagination, you can azalso imagine flying, or leaping back onto the parapet, or hitting the ground perfectly intact like a character in a cartoon. The point of the exercise is to give people a sense of their own ability to shape and select their mental images, rather than feel trapped in the seeming inevitability of the phobic catastrophe. Learning to play with a catastrophic image often leads to relief from phobia. 


Schizophrenic hallucinations are often extremely upsetting, and may also involve inner sensations that have run out of control.  Auditory hallucinations are the most common.   Many people who suffer from these syndromes live in dread of some sadistic voice of doom shouting horrible accusations in their minds, knowing their inmost thoughts, seeming completely out of control. Yet almost all humans talk to themselves. Can you whisper in  your inner speech? Shout? Put on a monster voice? A child’s voice? Schizophrenic hallucinations may emerge from inner speech that has run out of control. I do not know of any treatment that aims to teach schizophrenics to speak to themselves in different voices at will,  to regain  a sense of control over the inner voice. Perhaps they can learn eventually to turn down the volume on auditory hallucinations. It would seem to be  worth trying. 


Like perceptual events,  images are concrete and individual. 

Take a look around  you: the world of perceptual experience is populated by concrete exemplars of things, books, tables and chairs, windows, people.  You have never seen an abstract class of chairs, nor heard a general phenomenon.   The sense modalities provide us with particulars, and mental imagery, which mimics sensation and perception, does the same.  In philosophy,  where intellectual wars are long and passionate, Plato raised another mare’s nest, the problem of abstract ideas versus concrete perceptions. Consciousness of ideas seems to apply to a class of events, but sensory consciousness always refers to particulars. 


I suspect in the beginning this philosophical battle was about mental images, for the word “idea” in Greek means “image” (ideon). The question is how does one mentally represent an abstract class of objects, such as the class of automobiles, or the class of quadratic equations?  George Berkeley pointed out in 1710 that he, at least, could imagine  no abstract images. 

 Whether others have this wonderful faculty of abtracting their ideas [images] they best can tell. For myself, I find I have indeed a faculty of imagining, or representing to myself, the idea of those particular things I  have perceived, and of variously compounding and dividing them. I can imagine a man with two heads, or the upper parts of a man joined to the body of a horse. I can consider the hand, the eye, the nose, each by itself abstracted or separated from some particular shape and colour. Likewise the idea of man that I frame to myself must be either of a white, or a black, or a tawny, a straight, or a crooked, a tall, or a low, or a middle-sized man. I cannot by any effort of thought conceive the abstract  idea. 


And yet, the concept of “consciousness,” which we have referred to a few times in this book, is pretty abstract? What have you and I been doing in the last few chapters when we thought we were conscious of the meaning of all these ideas about consciousness? 


 Are  focal  ideas conscious? 


Language psychologists have known for decades that people convert the sentences they hear into an abstract code within a second or two,  while losing the specific words heard. This is easy to prove on the spot with a little demonstration that may test the tolerance of your friends. In the middle of a conversation, ask them “What did I just say?”   Almost no one can repeat your actual words, but they will  be able to paraphrase   what you just said,  if they were paying attention at all. But what is a paraphrase? It is a different sentence, with different words, different grammar, and a different speaker in a different vocal style: but it preserves meaning.   When meaning is the only thing preserved, it follows that it must have been the only thing retained for recall.  This spontaneous paraphrase effect works quickly, only a second or two after a listener hears a sentence, indicating that we recode a heard sentence quite rapidly. 


There are many ways to do this little experiment; for example, you could do it in the middle of this page by closing the book at some arbitrary moment, and asking yourself “what did I just read?”   You’ll see the same thing: Meaning tends to be preserved, while words, grammar, and the “outer form” of the sentence is lost. 


Semantic coding is a very useful human strategy for taking in information,  because the meaning level packs in more useful information, for most adults. Children, sensory scientists and artists may dwell on sounds and sights longer than the rest of us. But for the majority of adults it helps to forget the outer form of the sentence  to make room in our limited working memory for the next sentence. 

But what does it mean to be “conscious of a meaning?” We certainly seem to be aware of some process of comprehension when we hear a sentence, enough to ask  “what did you just say?” if we miss some point. But what is it we are aware of when we are aware of meaning? Are there unconscious meanings we can use for contrast? What about a really  abstract analogy  like, "consciousness is to unconsciousness as being is to nothingness?" We commonly experience a "click" of comprehension, maybe a moment when we confirm to ourselves that an abstract sentence makes sense. But what is it we are confirming when something  clicks?  


This may seem to be an odd question, given that you and I are conscious of the topic of this book, which is abstract indeed. How, you might ask, could abstract concepts not   be conscious in the minds of people who are talking about them?  Physicists are surely conscious of abstractions like "electrons," "atomic orbits," "wave-particle duality," and the like? Conventional wisdom seems to say so. 


Demonstration: Conscious access to meaning. 

Here is a contrastive experiment that seems to manipulate conscious access to meaning. It indicates that we need working memory in order to stay conscious of the meaning of a sentence.  


First, take another look at the  paragraph above that begins, “But what does it mean to be “conscious of a meaning?””  Reread it in your usual way, with conscious understanding.  Now  remember these numbers: let’s say  11,  47,  and 23.   Keep them in mind, and  read  the paragraph again.    


For myself, I cannot seem  to understand the meaning of the paragraph and keep the  three numbers in mind at the same time. To retain the numbers I  must rehearse them, and  then  I can’t seem to understand more than a few printed words at a time.   It’s interesting to go back and forth a few times between normal and “memory-loaded” reading, to  explore  the difference.   


 This is a case, of course, of a phenomenal contrast as described in Chapter 1.   The  paragraph you read is the same both times; the action of reading is similar;  but some level of  interpretation  seems consciously   inaccessible when you try to hold numbers in immediate memory.  What is the difference?   It seems to be   conscious access to  meaning, doesn’t it?    


Prototypes. 


What comes to mind when you read these words? 





bird





chair





animal 





robber





woman





vegetable 


If you are like most people, these names for abstract categories will bring to mind, not an abstract definition, but a specific mental image. As Eleanor Rosch and her coworkers have shown,  much of our abstract thinking is encoded in imageable "prototypes". The class of birds is represented not so much by an abstract description of birds, but rather by some particular  bird we can visualize, like a robin. Similarly, the class of chairs is often mentally represented by the classical kitchen chair, made of wood, with a square back and seat, and with the natural wood grain showing through the finish. This prototype  is not the average chair we encounter, nor is it an adequate abstract description of all chairs. Instead, it is something we can conveniently make conscious. Prototypical images serve to index abstract descriptions that cannot be visualized. 


What about concepts that are more abstract than birds and chairs? Consider the three words listed below, one by one. What reportable events come to mind when you dwell on each one for about ten seconds?



democracy



popularity



mathematics


Given "democracy," many people educated in the United States report fragmentary associative flashes of American flags, of people standing in line to vote, or pictures of the American Revolution. The exact and complete meaning of "democracy"  is of course not captured by such fragmentary images, which may be memories of early schoolbook pictures.  The visual fragments do not constitute the whole meaning, just as the prototypical image of a robin is not the same as the complex semantic network needed to understand the concept “bird.” Nonetheless,  abstract concepts may be easier to manipulate and understand when they have some conscious "handle." The ubiquity of such imageable handles for abstract terms suggests that they are very useful in our mental life. 


Thus one interesting possibility is that concepts are accessed   by means of images, or perhaps by words in inner speech. Even the most abstract concepts may have qualitative mental “access images” of some kind. This hypothesis was popular after 1900 among psychologists who were impressed by the fragmentary and fleeting mental images that  often come with abstractions. It has been advanced also by highly creative people like Einstein and Mozart  writing about their own mental processes. 


 Imageable handles for abstractions could explain many things: for example, the extraordinary power of imagery in memory and emotion. ADVERTISING PEOPLE AND POLITICAL PROPAGANDISTS ALIKE PLACE GREAT FAITH IN THE POWER OF EMOTIONALLY COMPELLING IMAGES, AND THE AVAILABLE RESEARCH SUGGESTS THEY ARE RIGHT.  TRY THINKING A FEARFUL THOUGHT --- JUMPING FROM A TALL BUILDING, FOR EXAMPLE --- IN WORDS ONLY, AND THERE WILL BE LITTLE EMOTIONAL REACTION. BUT BRING UP A VIVID MENTAL IMAGE OF JUMPING, AND YOUR HEART RATE WILL GO UP, YOUR SWEAT GLANDS BEGIN TO WORK, AND YOUR BODY WILL PREPARE ITSELF FOR EMERGENCY ACTION.  IMAGERY may ALSO have implications for the power of social stereotypes: prejudice may consist of having standardized, uncomplimentary mental images of a despised group. In the realm of thinking, geometry has had great impact in mathematics, even though we have known since Descartes that all geometrical figures can be expressed algebraically. BUT geometric graphs can be visualized, while THE ABSTRACT MEANING algebraic EQUATIONS cannot. Such qualitative conscious experiences help us to manipulate more abstract  entities THAT might otherwise elude our grasp. 


Cognitive linguists George Lakoff and Mark Johnson have opened up a great body of  evidence indicating that human beings in many cultures use a limited number of metaphors to think about self, other, space and time. They take the view that figures of speech are not approximations to abstract thought, but that in practice they serve as vehicles for thought. It is a very interesting claim, and judging by everyday language we can make a respectable case that much of the time human beings fly on the wings of metaphor --- at least until we crash. More accurately perhaps, we use one metaphor as long as it suits us, and hop onto another one when we need to express a different point of view. 


One advantage of metaphor is that it connects vague and fuzzy abstractions to the solid perceptual qualities of mental images. Here are some examples cited by Lakoff and Johnson.  Many cultures  use metaphors for love such as He was burning with love, I am crazy about her, We are one, I was given new strength by her love, The magic is gone, Don’t ever let me go, She pursued him relentlessly,  and so on. Some of these figures of speech may bring to mind actual prototypical situations; He was burning with love may recall a pubertal occasion when intense love  felt uncomfortably “hot” in some close-to-literal sense. But of course we use the figurative expressions far beyond whatever experiences they may resemble. 


Many metaphors reflect the same underlying image. For example, cognitive psychologist Raymond Gibbs cites “love as a nutrient” metaphors, like I was given new strength by her love, I  thrive on love, He’s sustained by love,   and I’m starved for your affection.   He writes, 

The love as a nutrient conceptual metaphor has as its primary function the cognitive role of understanding one concept (love) in terms of another (nutrients). Conceptual metaphors arise when we try to understand difficult, complex, abstract, or less delineated concepts, such as love, in terms of familiar ideas such as nutrients. 


It seems that standard metaphors use images to stand for more abstract realities, as if we take whatever is clearest and most compelling in conscious experience and use it to understand  more complicated things.  Such perceptual metaphors may be the norm and not the exception in our mental lives. 


*** MOST ABSTRACT TERMS  EVOLVED FROM CONCRETE ANCESTRAL WORDS FAIRLY RECENTLY.  IN PHYSICS, THE WORD “FORCE” DID NOT ORIGINATE WITH NEWTON’S INSIGHT THAT F=ma.  IT BEGAN WITH THE NOTION OF MILITARY MIGHT, THE FORCE OF ARMIES. BY THE 20TH CENTURY AND RELATIVITY THEORY, EVEN NEWTON’S ABSTRACT CONCEPT OF FORCE  HAS THINNED AND VAPORIZED TO THE VANISHING POINT, SO THAT “FORCE” AS AN ENTITY CEASES TO EXIST. IT BECOMES A MERE BYPRODUCT OF THE BENDING OF LIGHT BY GREAT ASTRONOMICAL MASSES IN SPACE. IN THE SAME WAY, MOST OF US STILL THINK OF “PARTICLES” AS TINY OBJECTS, WHEN FOR DECADES NOW PHYSICISTS HAVE FOUND IT NECESSARY TO POSTULATE “PARTICLES” WITH NO MASS, NO SINGULAR LOCATION IN SPACE, AND LITTLE OR NO DURATION IN TIME. IN THE QUANTUM GROUND STATE THERE ARE NO “THINGS” AT ALL, SIMPLY THE PROBABILISTIC FLUCTUATION OF POTENTIALITIES. IN SCIENCE, CONCEPTS ROUTINELY MAKE THE JOURNEY FROM PERCEPTUAL OBJECTS TO INCREASINGLY SUBTLE ABSTRACTIONS, FAR FROM THE SENSORY GROUND OF EXPERIENCE.  


THE JOURNEY INTO ABSTRACTION IS NOT LIMITED TO FORMAL SCIENCE. TAKE SUCH EVERYDAY TERMS AS “QUALITY.” THE PHILOLOGIST OWEN BARLOW NOTED THAT  , 

"THE WORD QUALITY    IS USED BY MOST EDUCATED PEOPLE EVERY DAY OF THEIR LIVES, YET IN ORDER THAT WE SHOULD HAVE THIS SIMPLE WORD PLATO HAD TO MAKE THE TREMENDOUS EFFORT OF TURNING A VAGUE FEELING INTO A CLEAR THOUGHT. HE INVENTED THE NEW WORD "POIOTES" (BAR OVER /E/), ... "OF-WHAT-KIND-NESS" AND CICERO TRANSLATED IT BY THE LATIN "QUALITAS," FROM "QUALIS."  LANGUAGE BECOMES A DIFFERENT THING FOR US ALTOGETHER IF WE CAN ...  REALIZE (THAT) EVERY TIME THE WORD QUALITY   IS USED ... THAT CREATIVE EFFORT MADE BY PLATO COMES INTO PLAY AGAIN."

OF COURSE IN ENGLISH WE HAVE LOST THE SOURCES OF LATINATE TERMS LIKE QUALITY AND QUANTITY, THOUGH WE HAVE NOT LOST THE CONCRETE MEANINGS OF “FORCE,” “PARTICLES,” AND MANY OTHER TERMS BASED ON ENGLISH ORIGINALS. SOMEHOW THE CONCRETE SENSORY MEANING CAN LIVE SIDE BY SIDE WITH THE ABSTRACT ONE, AND THE RESULT IS NOT CONFUSION BUT A FINE TOOL FOR THINKING WITH CLARITY. 


Such abstractions as time, love, and self are approached with undisguised perceptual metaphors.   According to Lakoff and Johnson, time is universally viewed as a journey in which  we see someone --- ourselves perhaps --- walking along a foot path toward the future and away from the past. Love seems to be understood across many cultures in terms of a small number of metaphors, a journey, a partnership, a unification of two selves, a heated experience,  a  capture, a sustaining source of food. Some of these metaphors may be grounded in everyday sensory experiences. 


 Even  Scientific ideas that can be expressed in literal formulae still use visual analogues much of the time. Feynman diagrams are a good example; THEY WERE invented by the theoretical physicist Richard Feynman to simplify the differential equations of particle histories into a visual displays with points and arrows. Cognitive scientists studying the expert knowledge of physicists and engineers have been surprised to find that the metaphor of electrical current, like the current of a babbling brook, still dominates much thinking about electricity even among experts. Physicists may think of atoms in terms of the standard blackboard diagram of a visible nucleus surrounded by orbital shells, not in terms of an invisible nucleus, a tiny core of particles surrounded by vast empty space, and far outside, a probability distribution of electron orbits. Years of copying drawings from classroom blackboards and textbooks may give physics students some ready visual images to help concretize equations. 


A plausible case can be made for perceptual and imagistic handles on abstract concepts, and  in the case of love we may have no better basis than metaphor. Yet abstractions do transcend metaphors in interesting ways --- if only because abstract knowledge can freely skip among a variety of different figures of speech. An engineer may “see” the  electrical current  flowing from one point to another, but as the electrons enter a computer chip the flow metaphor no longer works; perhaps an image of a circuit diagram takes over at that point. To understand the difference between an electrically conductive metal and a resistive plastic, a mental image of roly-poly atomic nuclei with loosely bound electrons may come to mind for the metal, and tightly bound molecular bonds for the plastic.  


That still leaves plenty of possibilities for figurative speech to lead us astray. Metaphors can be very misleading. The history of science is filled with metaphors that explained some observations but then blocked further thought.  Psychologists are  familiar with the use and abuse  of the “steam vessel” metaphor for emotion, which seems to guide many amateur psychotherapists. We know that “blowing off steam” has a ready interpretation when someone expresses suppressed anger with great intensity;  it is often followed by a feeling of relief. But Freud’s idea that a psychic equivalent to a steam vessel provides all the energy for bodily motion is no longer taken seriously, and there is indeed hard evidence that cultivating the habit of  expressing anger does not   lead to a more peaceful mental life. Just the opposite. The clinical researcher Seymour Feshbach established some years ago that frequent deliberate practice in expressing anger only teaches people to express anger  more often.   In this respect the steam kettle metaphor actually  leads to less   adaptive behavior, when it is used for more than obtaining that moment of relief.  Metaphors are powerful, but literal knowledge is needed to keep them in touch with reality.  A useful caution in this book! 


Fragmentary  images  in thought.   


Quickly now, what is going on behind your head? You can’t see it, you cannot hear it or feel it, but have you seen a  cat quickly whip around to see if it was being stalked by an enemy? Even animals with mainly sensory consciousness must be able to think about events outside the sensory field. A herd of zebras on the Serengeti plains must be able to think somehow about that group of lionesses that faded from sight a minute ago.  Where did they go so suddenly? Are they now stalking closer through the tall grass? Zebras must keep track of such invisible things. Do they  experience a sudden image of the missing lions?  We don’t know. But the question is interesting for the avenues of thought  it opens up. 


 Sigmund Freud proposed an explanation for the tendency he thought people have, to avoid trains of thought that might lead to intolerable shame or anxiety. He suggested that when we come close to an intolerable thought we might experience “signal anxiety,” a fragmentary image of the anxiety-provoking idea, almost as if a mental “stop” sign was posted at certain choice-points in the stream of thought.  


Shakespeare said it better. As King Lear is raging through the stormy night in Act III, having been shut out by his elder daughters Regan and Goneril, he is urged by the loyal Kent to  take shelter in a peasant’s hovel. He refuses: 


Thou think’st ‘tis much that this contentious storm


Invades us to the skin: so ‘tis to thee; 


But where the greater malady is fix’d, 


The lesser is scarce felt. ... the tempest in my mind


Doth from my senses take all feeling else


Save what beats there. Filial ingratitude!





... In such a night


To shut me out? Pour on; I will endure. 


Your old kind father, whose frank heart gave all, ---


O, that way madness lies;   let me shun that; 


No more of that. 






[Lear, Act III, Scene IV; italics added]  


The psychological question is,  of course,  How did Lear know which way madness lies, so as to avoid it?     It is a question that has been raised not just by Shakespeare and Freud, but also in cognitive therapy when thought avoidance is the aim. Someone suffering from a fear of heights may learn to  avoid thinking about tall buildings, for example. But how does a phobic know what thoughts to avoid before they become conscious?  The possible use of fragmentary images was debated in psychological circles before behaviorism quenched the debate, and a common idea was that we might have such conscious fragments of trains of thought we want to avoid. King Lear could rage against his faithless daughters without fear, but when he allowed himself to contemplate  “Your old kind father, whose frank heart gave all, --- “  his emotions threaten  to overwhelm him. 


Albert Einstein suggested  along similar lines, that fragmentary visual and muscular images allow the manipulation of more symbols than would be possible in clear consciousness. Those quasi-conscious "handles" may be vague, but in creative thinking they may be more useful than fully conscious terms, which would take up more of our limited capacity. 


The advantage of ideas. 

Conscious ideas empower us to transcend the sensory moment.  They enlarge the fleeting present to minutes, hours, seasons and lifetimes. Instead of the immediate sensory field, conceptual thoughts gives us access to a vast geographical world that we  can know about but cannot experience at any given time.   Conscious thinking gives us access to the first moments of the universe, the vastness of evolutionary time, the unknowable tunneling of a probabilistic electron from one energy state to another.  


Abstract concepts may be in focal consciousness, but we still typically cannot describe our experience  of a concept. You can experience a focal conscious image of today's breakfast, or a novel image about a pink elephant, and other perceptual  or imaginary events. We can apparently pay focal attention to abstract concepts that are topical. Yet these concepts are "vague" at best.  Awareness of beliefs and ideas seems to be a different sort of thing. Such abstract mental events do not have clear perceptual qualities;  they  have no obvious color, texture, or flavor. If there are fleeting fragments of images associated with them, they are not at all easy to retrieve. Concepts have a mental reality, no question about it. But they may ride on fragments of conscious images, basic brain elements that allow us to use the ancestral sensorimotor system to think. 


Some remarkable similarities  between sensations and ideas. 

One could easily emphasize the great differences between conscious perceptual experiences or images on the one hand, and abstract concepts on the other. Abstract ideas like causality   may be useful fictions; they may be artificial connections between conscious sensory experiences, as skeptical philosophers like David Hume maintained. Concepts may be linguistic creations that allow us to pretend we are dealing with an extended perceptual world, as if there is such a thing as time, cause, or memory. In particle physics, subnuclear particles have now lost all relation to place, time, and mass --- is it possible that they were mere perceptual fantasies in the first place? 








The only trouble with such a view psychologically is that concepts behave much like percepts in the theater of mind. They take up limited capacity just like percepts and images; conscious concepts are always internally consistent, like perceptual experiences; and they occur one after the other, serially, just like the other actors on stage.  Consider the evidence. 








In a demonstration of the contrastive method (above) we asked you to keep three numbers in mind --- 11, 47 and 23  ----  and notice that as you read a paragraph that conscious access to its meaning  seems to be lost. That is a  “limited-capacity” effect --- that is, it shows competition between very different potentially conscious contents --- and we can easily show similar spillovers when we load limited capacity with visual numbers or words.  Both concepts and images are driven out of the reach of consciousness when we go beyond seven plus or minus two items.  Concepts that seem to have no perceptual qualities, and words, which do, both have to fit into the bottleneck of limited capacity.  


Concepts and percepts both need to be internally consistent.   In Chapter Two we noticed that Mary had a little lamb   makes for a coherent, understandable conscious flow, while a scrambled sentence like had  lamb  little Mary a    does not. Conscious events obey an internal consistency constraint .   The most obvious example involves ambiguous words: Can you keep more than one meaning of “fix,” “bread,” or “set” in mind, even for an instant? But there is good evidence that multiple interpretations of ambiguous words exists in the brain, at least unconsciously, for a few hundred milliseconds.   

-----------------------------

Insert Figure 3-9 about here.

-----------------------------


Figure 3-9 illustrates the consistency of conscious experience in visual perception. The reversible cube (a) is the famous Necker cube, which can be experienced in two different ways. With a little practice you can learn to flip it back and forth mentally, almost at will. Part (b) is called the Bookend Illusion, and can be thought of as  the smallest reversible part of the  Necker cube. Most people find it easy to see in two different ways. Part (c)  is the sinister Devil’s Pitchfork,  an impossible figure that looks from a distance as if it is coherent --- but trace its lines with your eyes, and your visual brain gets into trouble. The Netherlands artist William  Escher is famous for his infinite staircases, reversible toads and impossible buildings, all based on our inability to keep two  inconsistent perceptual experiences in mind at the same time.  All three figures make the same point: No matter what we do, the visual system tries to find a single coherent conscious interpretation at any given moment.  


Fusing sensory inputs. 

Internal consistency is a basic property of conscious experience, but the raw input to the brain may not start off as consistent. Toward the end of the nineteenth century the “stereopticon” became a popular toy  in Victorian parlors. It allowed people to see two photographic slides, one for each eye,  taken from slightly different angles. If two photos of a parrot in a cage are taken an inch or so apart, the viewer will get a sensation of depth. Increased separation between the two eyes’ views  gives an illusion of visual depth that is  intensified to surrealistic dimensions, as if seen through a giant’s eyes  many feet apart from each other. And of course two identical slides will cause a loss of depth sense, like vision through one eye. These are all examples of binocular fusion, making a coherent conscious experience out of two similar inputs.  


Under normal conditions two visual streams work together to create a fused visual experience. But binocular fusion breaks down if there are significant differences between the input to the two eyes. If one image is of a slightly offset from the other binocular rivalry   results, and to obtain coherence  the visual system will suppress image in favor of another. Using video techniques we can lag one flow of images behind another, and binocular fusion will break down very fast, in a fraction of a second of lag time. In the same way, auditory fusion breaks down if one stream of music, for example, lags the other by more than a tenth of a second. Any significant disparity between the two eyes or ears causes  one of the two flows to be suppressed. Conscious perception is always coherent, even if the nervous system needs to cancel some input in favor of another. 


It seems that inputs to the two eyes  either compete or cooperate, and the same is true of the two ears, or even two parts of the skin. Two decades ago Georg Békésy, a Nobelist in sensory physiology at Harvard University, found that when two symmetrical points on the two knees are rhythmically vibrated at the same time,  we experience a common vibrating source somewhere in the middle! The same sort of thing happens if we speak into a device that imposes a short time lag before we can hear our own voice; such delayed auditory feedback makes speaking essentially impossible. We need vocal feedback to control normal speech, just as we need to feel solid ground when we step out on an icy day. But  feedback delayed is worse than no feedback at all.  Under ordinary circumstances in walking, the  flow of visual perspectives, the feeling of our feet, and the sounds of our footsteps work together to create a single conscious reality.  

  
In general, it seems to be impossible for  human beings to  hold two interpretations of the same thing  in mind at the same time. In many cases we can prove that two representations exist in the brain, but only one at a time can be conscious. 


Different ideas as well as percepts seem to come one after the other; if that were not so, you might be able to absorb this book  in a few large mental bites. That is only possible if you were so thoroughly familiar with the ideas in this book that you could handle them automatically. But as long as it contains large amounts of unpredictable information, the human head is held to serial consciousness.  


In sum, it seems that ideas and sensations share many basic features: they occur one after the other (serially); they are unified, or rather, internally consistent; when they are not consistent with each other, they will compete against each other for access to consciousness;  both may trigger voluntary actions; and so on.  In other words, they seem like two different experiences that make use of the same mental faculty.     


Many conscious events seem to have  almost simultaneous sensory and abstract character.      

 One of the wonderful characteristics of language  is that  we seem to be aware of both sound and meaning, pretty much at the same time. It is easy to show this with Lewis Carroll’s Jabberwocky, in which we see letters, words, morphemes and syntax ALL operating without meaning.

‘Twas brillig

and the slithy toves

did gyre and gimble in the wabe; 

all mimsy were the borogoves

and the mome raths outgabe. 


 It would seem that we can have AT LEAST two levels of experience, though we cannot rule out the possibility that consciousness may  be  rapidly switching back and forth between the two.  levels. 

Such a multileveled experience would seem to contradict the claim made above that sensations and ideas tend to compete against each other. I do not know of formal research to resolve this point. It may be that we can handle two levels, perception and meaning, if they are consistent with each other, just as we can handle two streams of visual or auditory information when they are mutually consistent.  


The multilayered nature of experience is not limited to language. Human interactions seem to have a beginning, a middle and an end, but much of that may be in the mind of the beholder. When little Susie and Mary are fighting, Susie will tell the story starting from Mary stealing her bicycle, while Mary will begin the narrative at a different point, when Susie first called her a bad name. In court testimony, eyewitnesses predictably tell quite different stories about the same human interactions. 


The boundaries of sensory experience may also be imposed. Here is a trite but effective demonstration of an unchanging sensory event with a change in word form. Where are the word boundaries in this example? 

AYESKREEMYOUSKREEMWEALLSKREEMF'RAYESKREEM

 
There are no physical word boundaries, of course, just as in normal speech we do not insert little pauses between spoken words. But we humans still experience such non-existent boundaries in the flow of speech. The experience of nonexistent  units   seems to add an abstract layer of conscious experience, separate from the simple sensory event. It is a kind of overlay that we impose upon the words we hear and the events we see. 


Even when we are conscious of a coffee cup  we may actually be experiencing not one but several layers of visual representation, superimposed on each other. A useful analogy is a set of transparent overlays of a geological map, one showing THE altitude OF HILLS AND VALLEYS, another vegetation and a third streams and lakes, all in contrasting colors. When the transparent overlays are superimposed on each other, you can see them all together. In looking at the cup of coffee you can then focus at will on the hue of tiny parts of the cup, on textures, outlines, shapes, shadows and reflections, even on a single point of light captured by a surface irregularity of the glazing.  And yet, you also see the cup as an object, and a useful one at that.  Each of these features are processed by different parts of the visual brain, yet all can be simultaneously appreciated when we look at the cup;  all  layers may be  reflected in consciousness at the same time.  


Artists often feel hemmed in by the layers of conventional interpretation that we impose on visual experiences, and they have found  simple ways to break up conventionalized experience,  to “make it strange.” Look at a familiar face upside-down, and it will lose much of its familiarity. You can see it in a mirror, sideways, or against an unfamiliar background. Or we can try the opposite, and gaze at an object until all that sense of being known seems to fade. We can zoom in on details to break up its wholeness,  or blow it up to some impossible size.   The artistic question then is, of course, given that you can decompose everyday experience in some way, can you now recombine it in a way that is interesting, beautiful and revealing? 


Separating consciousness of an object from its meaning. 

Much of our understanding of the brain began with the careful study of  impairments due to stroke or injury by pioneering neurologists.  But in the last ten or twenty years  our ability to analyze very subtle losses has grown remarkably. Patients have been found who lack just one level of visual analysis, such as face recognition, or even visual facial knowledge of only a single person. Some stroke victims lack only one aspect of language, such as the ability to understand animate nouns, or syntactic function words like “and,” “or,” and “by.” These cases provide a primary source of evidence that the brain is a collection of highly specialized unconscious experts, autonomous audience members in the theater of consciousness. 


Visual agnosia is another significant disorder, in which conscious object perception is intact, but the meaning   of the object is lost. Patients can tell the color, shape, and pattern of the coffee cup, but not what it is for. 


Here is a demonstration of a remarkable phenomenon --- a safe and reversible analogue of agnosia.



Demonstration: Semantic satiation.   

Here is a demonstration   that children often discover spontaneously. It is called semantic satiation.   


a. Simply repeat  a single word to yourself over and over again for half a minute. Repeat the word “satiation,” for example. 


...


 What did you experience? 


b. Most people report a distinct loss of meaning after only a small number of repetitions. The idea of “semantic satiation” is a metaphor of sorts,  of course, as if neurons are little creatures to be filled up  with the word until their little bellies are full, and they want no more. And it is true that even single neurons habituate; that is, they stop firing to a repetitive pattern of stimulation.  But semantic satiation affects our conscious experience, not just some individual neurons. 


Is the word “satiation” more meaningful at this point? The metaphor about neurons filling their little bellies until they are full was intended to create a visual context for the word, to make it meaningful again. How does it seem at this moment? More meaningful again?


c. Now  try repeating “satiation” until it satiates again.  


...  


And again, consider your experience. 


d.  Semantic satiation has held great fascination for psychologists since  Gestalt psychology of the 1920s, but it has not led to much research. It is just one of those intriguing things that we know about, full of interesting resonances, but resistant to experimental analysis. One question you are testing right now is whether the word “satiation” recovers its meaning when we put it back into some meaningful context. For example, we can tell you that semantic satiation is a redundancy effect --- one of many cases where a repeated experience can cause a loss of conscious access and organization.   Redundancy effects exist  in every sense modality and at every level of complexity.  The eye normally protects itself against redundancy with a constant tremor, but if we construct a special apparatus to project a single stable image on the same part of the retina for more than a few seconds, awareness of the image simply disappears. Redundant information fades from consciousness. It is one more contrast between matched conscious and unconscious representations. 


Now, has the paragraph above reinstated the meaning of  “satiation” to some extent? If this demonstration worked for you, you should experience both meaning lost  and meaning regained.  Sheer repetition (steps a. and c.) should make the meaning fade, but adding new meaningful connections (steps b. and d.) should make it come alive again. What was your experience? Repeating a word, and reinstating its meaning both involve phenomenological contrasts, of course. They provide yet another empirical boundary for understanding conscious experience. 

---o---


In sum, sensory consciousness seems to be special. It gives us  our most vivid moment-to-moment experiences. Mental images seem to be “faint copies” of sensory events, generated from within the brain itself.  As far as the brain is concerned, sensations and images belong together. Abstract ideas, on the other hand, allow us to transcend the limitations of the perceptual world in time and space, to enter the many realms of abstraction. Concepts do not have the same compelling sense of conscious reality as percepts do because they have no qualia --- no reds and greens, no stubble and wetness, no smell. The parts of the human cortex that support abstract thinking seem relatively recent on an evolutionary scale, and may ride on the older functioning of sensory cortex. Having said all that, we cannot forget that in language, in interpreting human interaction, in music and art, we can often  combine the sensory and the abstract into a single, seamless flow of experience. 

Further Reading.

Semir Zeki’s A Vision of the Brain. is a very up-to-date book on the visual brain from a leading researcher. Perceptual psychologist  Irving Rock’s book  Perception   is an excellent introduction, and Richard Gregory’s classic  Eye and Brain    is still essential reading. A good account of psycholinguistics can be found in Steven Pinker’s The Language Instinct: How the Mind Creates Language.    Arthur Reber’s Implicit Learning  will likely become a classic description of the kind of learning that is involved in acquiring grammar, in which  the regularities that are learned apparently never become unconscious.  An overview of the role of metaphor in thinking is provided by George Lakoff’s Women, Fire, and Other Dangerous Things.   
FOOTNOTE (1) .

THERE IS A GREAT ANOMALY IN FIGURE 3-7. IT DOES NOT SHOW ACTIVATION AT THE VERY REAR TIP OF THE BRAIN, THE PRIMARY VISUAL PROJECTION AREA V1. YET FIGURE 3-1 SHOWS HIGH ACTIVATION IN V1 FOR VISUAL PERCEPTION. THERE ARE ONLY A FEW POSSIBILITIES. THE DATA FOR EITHER FIGURE MAY BE WRONG; THE EFFECTS OF VISUAL IMAGERY MAY BE DIFFICULT TO DETECT IN AREA V1; OR OUR HYPOTHESIS MAY BE WRONG THAT THE EARLY VISUAL AREAS ARE NEEDED FOR CONSCIOUS EXPERIENCE. GIVEN RAPIDLY IMPROVING IMAGING TECHNIQUES, WE MAY BE ABLE TO RESOLVE THIS ODDITY WITHIN THE NEXT SEVERAL YEARS. 

Chapter 4

The Spotlight:

Attention, absorption, and 

the  construction of reality. 

"Everyone knows what attention is. It is the taking possession by the mind, in clear and vivid form, of one out of what seem several simultaneously possible objects or trains of thought. Focalization, concentration of consciousness are its essence."   (p. 382-3, Ch. XI;) 


---  William James, The Principles of Psychology,   1890. 


William James believed that attention is a selective capacity that results in conscious experience, much as the  movements of a spotlight result in light falling on a particular actor.  THUS ATTENTION IS A SELECTIVE ACT THAT RESULTS IN A CONSCIOUS EXPERIENCE. The distinction between selective  attention and the resulting conscious experience helps clarify many puzzling questions.  Attentional selection is guided by many conscious and unconscious factors.  


Given our inclination to pay attention only to selected parts of the world, how is it that we stay in touch with reality? The conscious flow is  constructed so as to make sense of almost any CONSISTENT input, as we can see  in dreams and the adaptive responses to brain damage. Dreams appear in response to random stimulation from the brain stem, which the cortex interprets with remarkably  creative, fluid and vivid  imagery,   ad hoc stories that flow free  of  any sensory constraint; and brain damage often shows people struggling to create coherence in a broken world, patching over the missing pieces with remarkable facility.   In reading a novel or  watching a play, we often enter absorbed states of mind  in which we seem to accept entirely fictional worlds without difficulty.    

But  contrary to some popular views, consciousness does not allow an easy escape from reality.   Even when we are absorbed in one flow of experiences the brain remains exquisitely sensitive to biologically and personally significant events going on outside of consciousness. WhenEVER a significant EVENT mismatch is detected, a great tidal way of neural activity sweeps through the entire brain.   Thus significant  anomalies  often  break through to consciousness even if we try to avoid them, and  once conscious, anomalous events trigger numerous problem-solving mechanisms. There is an unforgiving reality out there that the brain has evolved to deal with,  and consciousness seems to be our primary means for adapting to it.    

Cognitive scientists tend to study reasoning. We have learned a great deal from studies of people performing  mental calculations, playing chess and solving puzzles, but most of the time we humans do not engage in logical or even structured thinking. We can do it, but it is something of a feat.  Social and clinical psychologists are much closer to common sense in that regard: Their evidence shows that we humans devote most of our conscious stream to fantasies,  dreams, disconnected thoughts and debatable  beliefs.  The stream of consciousness, as William James wrote famously, seems a messy, arbitrary sort of thing, full of stops and starts, hopping and skipping from one half-articulated thought to another. For most of human history that has been the norm. Structured reasoning is a recent cultural product. 


People are wonderfully sensitive to accurate reasoning and reality when we are  provided with  rapid and accurate consequences. We do not walk into tables and walls; and we are remarkably successful hunters, weavers, gatherers, cooks, spinners, farmers and engineers. Over time, we have acquired truthful beliefs even about invisible things like atoms and black holes. But wherever we cannot obtain clear reality feedback we seem to spin beliefs that are contradictory, idiosyncratic, and  fantastical. Any situation that does not provide rapid and accurate reality monitoring provides an invitation to fantasy. 


Consider how many sources of information in everyday life are plainly unreliable. We are pretty sure about our immediate sensory surroundings most of the time, and in the modern world we have good information about the world beyond our senses. But we cannot read minds --- though we depend from infancy on the good will of others whose minds we would like to know. We do not know the future, though we are always betting on future outcomes. We do not even know our own past,  because human memory is notoriously full of shadowy uncertainties. In the face of even moderate complexity we run into trouble, from finding the right soap in a crowded supermarket aisle to understanding societal change. And when it comes to values --- what choices are right and wrong  ---  to guide our actions there is no objective standard at all; the “shoulds” of life are social constructions. That is tolerable in a traditional society with social constructions THAT are shared and stable, but in the modern world the absence of agreed-upon values in life creates deep and lasting uncertainties.  In sum, uncertainty prevails in our efforts to know the past, the future, other people, ourselves, and anything complex and value-laden. And there is a kind of Law of Expectations, phrased in many different ways by different observers, that whenever we lack certainty   about the world, our conscious experience is heavily determined by unsupported  expectations.   Reality becomes a Rorschach blot.   

Things may be different for hunter-gatherers in the Great African Rift Valley, living close to the level of survival for each day’s hunt. Farmers in hard-scrabble country, where every moment is driven by the demands of reality, do not seem unduly bothered by existential crises. But in the modern world, where most of us are far removed from the unforgiving demands of a harsh reality,  humans seem to be driven at least as much by fantasy as reality. Hours of our lives are spent in wishful or fearful fantasies;  like humans everywhere, each night for two hours we enter into a fantastical dream world; and our stream of consciousness appears to be  notoriously arbitrary. 


These are probably adaptive features of our minds,  but it is not at all clear what the payoff of a rich fantasy life might be. Do we sustain long-term goals by fantasies of golden rewards? Are we sexier because we have sexual fantasies?  Or is story-telling a sort of social glue that keeps the human clan together? We just do not know. 


The truth seems to be that we are a gullible species, whenever we cannot get rapid reality feedback. Most of us fall victim on a regular basis to false beliefs, or worse, to self-serving beliefs peddled by advertisers, politicians and utopian dreamers.  All cultures postulate self-flattering fantasies to try to make more bearable the ineluctable mysteries of death, transitoriness and suffering.  Our self-proclaimed title of homo sapiens,  the wise or discerning human, is surely a hope rather than reality. Most of the time we are only  homo credens,   the species that needs to believe as much as it needs to breathe.  


What does all this have to do with consciousness?  First, if the Law of Expectation is true, many of our conscious experiences that seem real may in fact be crucially shaped by our own thoughts.   Then, there is evidence that our ability to engage in fantasy depends upon absorption,  the degree to which we can exclude alternative conscious contents.  And finally, the whole business of directing and selecting the stream of consciousness depends upon attention. 
The difference between attention and consciousness.   


For forty years scientists have used William James’ definition of attention, quoted at the beginning of this chapter.   It is routinely cited in scientific writings on attention, and yet, we have not read James’ definition as carefully as we should. James makes a very clear, commonsense distinction between attention and consciousness, but  under the influence of behaviorism, researchers over the last four decades have studied attention without dealing clearly with consciousness.  As a result, the scientific literature tends to use the words   “attention” and “consciousness” interchangeably, as if they  mean the same thing.  But James clearly believed that attention and consciousness are different, in important ways. Let’s look at the famous passage again.  The  words  that are often overlooked are in italics. 

My experience is those things I agree to attend to, those items I notice shape my mind --- without selective interest, experience   is an utter chaos. ...  Everyone knows what attention is. It is the taking possession by the mind, in clear and vivid form, of one out of what seem several simultaneously possible objects or trains of thought. Focalization, concentration of consciousness  are its essence. [italics added] 


For William James attention is not the same as consciousness;  rather, attention involves selecting   one conscious  experience rather than another. We  turn the dial to a football game on television in order to experience it consciously.  Tuning in the game is a selective act: Watching it is the resulting conscious experience. 


English makes a clear distinction between “looking” versus "seeing", "listening" vs. "hearing," "touching" vs. "feeling" and maybe even "sniffing" vs. "smelling."  The first word of each pair imparts a sense of selection, while the second describes the resulting conscious experience. We look in order to see; listen in order to hear, and touch in order to feel.  


The spotlight metaphor comes in handy here. In the dark theater we cannot see who controls the spotlight, or what decisions guide its movements.  All that is hidden in darkness. We only experience the results    of those decisions.  From that point of view attention is not something we normally experience. It is a vast and subtle network of centers located throughout the brain that serve to select and direct information toward consciousness. 


Eye movements are guided by part of the extensive attentional network of the brain. At this moment your eyes are moving with exquisite accuracy  to those points on the printed line that carry the greatest amount of information.  Like other elements of selective attention, the eyes are guided there in order to select  and focus  on  certain conscious contents.   Thus we move our eyes in order to  make certain things conscious.  But it makes no sense to  confuse  selective eye movements with the resulting consciousness of this printed phrase.    In exactly the same way it makes no sense to confuse selective attention with the conscious experiences that result from it.


There is an apparent exception to this separation between attention and consciousness.  That is the case of conscious attentional decisions, where we experience a moment of choice between reading a book and watching television, for example. Here conscious considerations can obviously influence our decision of what to become conscious of next.  so that The sequence is 

(1) a conscious decision TO PAY ATTENTION TO SOMETHING, followed by 

(2) unconscious attentional activity,  followed by 

(3) the targeted conscious contents. 


Thus we think about what to watch on television, turn the dial automatically once the decision is made, and then become conscious of the result. Traditionally this has been called voluntary attention, and we will explore it below.   

  
The distinction between attention and consciousness leads to an interesting interpretation of new discoveries by Michael Posner, S.E. Petersen and colleagues.  THE Posner GROUP localized attentional structures by giving subjects very simple, carefully designed tasks to do, and obtaining PET scans to show high regions of brain activity during specific task components.   When subjects were asked to pay attention to some particular aspect of a visual event, several regions in frontal cortex lit up, especially on the inside surface of the hemispheres, just in front of the great bridge of fibers that connectS the left and right cortexes, the corpus callosum.  

------------------------------

Insert Figure 4-1 about here. 

------------------------------

 
Take a close look at the diagram in Figure 4-1, which represents the results of many hundreds of PET scans. Notice the brain regions involved in the attentional network discovered by Posner and PETERSEN. Going from left to right, there are elements of working memory --- as when we tell ourselves VERBALLY to pay attention to our left little toes, for example, or SIMPLY remember that a ball has just rolled behind a couch.  There is an executive attention center just above the inside loop connecting the two hemispheres, corresponding to what we will call voluntary attention (below); a visual orienting region in the rear of the brain, involved in shifting attention to and from some particular target; and finally there is the very rear tip of the brain, labeled “visual features.” Remarkably, only the last region, which includes the early visual projection areas to cortex, IS KNOWN TO directly involves conscious  visual  experience.    


How do we know that only the visual projection area involves visual consciousness? Chapter 3 cited four sources of evidence. First, when area V1 is lost, people report a loss of visual conscious experience, though they can still “guess” at the objects their eyes are looking at. Second, when the early visual areas are stimulated by a gentle current, people report conscious visual flashes (phosphenes). Third, when people are conscious of a visual object, we can see the early visual areas “light up” in PET scans, indicating a distinct increase in neural activity. Fourth, recording of single cells in visual cortex indicates that there is a difference between the conscious and unconscious flow of stimulation, using competing streams of visual flow to the two eyes.  Together these four sources of evidence provide strong support for the hypothesis that the early visual projection areas are critical for visual consciousness.  None of these facts apply to the other attentional areas. 


We could not make sense of these findings without making a clear distinction between attention and consciousness.   It is a distinction that fits common sense --- being embedded in the vocabulary of everyday language --- as well as A large body of scientific findings. And now we know it also fits recent findings based on real-time imaging of the living brain. 


Voluntary attention requires metacognition: thinking about thinking.  

Most shifts of attention are not under moment-to-moment voluntary control. But to decide whether to pay attention to one thing rather than another, we need some knowledge about the things that could potentially become conscious. Every child knows of the heroic struggle between wanting to play outside with your friends and plodding through your homework.  It is a hard struggle, and it could not exist  without the ability to consciously imagine the alternatives. Voluntary attention seems to involve that ability. 


To select one or the other conscious event we need to think about our own mental processes, a feat called metacognition.   Metacognition is an area of research in its own right; it is of great importance in school performance, eyewitness identification in the courts, and training people to cope with brain damage.  Students tend to underestimate the amount of conscious study needed to really understand some material, and sometimes they spend too much time studying less important things. These are both problems in metacognition, and there is evidence that learning to make more accurate metacognitive judgments  improveS  school  performance. 


What does it mean to be conscious of the ability to make a choice? Obviously it is not the same as consciousness of some singular sensory event, because the choices we can imagine making are potentials. They are abstract (Chapter 3). In realilty, we may never finish our homework, or  worse, we may never have a chance to go outside to play; they are only thoughts. 


A great deal is known about decision processes, but there has been little research into the conscious EXPERIENCE of making choices. IT MAY  BE DIFFICULT OR IMPOSSIBLE TO  OBTAIN RELIABLE REPORTS OF WHATEVER EXPERIENCE THERE MAY BE OF THE MOMENT OF A DECISION, AND YET, MOST OF US WOULD CONFIDENTLY SAY THAT WE MAKE MANY CONSCIOUS CHOICES.  Since the 19th century we have known that choice reaction time --- the time it takes to hit  button A or B WHEN A OR   B HAPPENS---  takes several times as long as simple reaction time, the time to RESPOND TO  A   ALL BY ITSELF. The more options we have, the longer it takes to respond. But that bare fact only suggests what we already know: that making choices involves the conscious limited-capacity system. WHEN THE APPEARANCE OF A OR B IS COMPLETELY PREDICTABLE IT CAN BE HANDLED AUTOMATICALLY AND UNCONSCIOUSLY. If mental options were represented purely unconsciously --- in the audience of the theater --- there would be no competition between different processes. The increased time needed to make choices seems to reflect the great bottle neck of the mind, the limited-capacity system that is so closely tied TO conscious experiences.  


METACOGNITION AND SKEPTICISM.   ***  

We are a little less ignorant when it comes to the role of metacognition, thinking about thinking.  Metacognition seems to be necessary for skeptical testing of new information. If a COMMERCIAL on television proclaims that “Brand A SOAP is better than Brand B” we need to do a little more thinking to entertain the possibility that the STATEMENT may not be true. A thought like “That idea is false” is inherently metacognitive. IT REFERS TO ANOTHER THOUGHT. 


Now here is a tricky point. Conscious metacognition loads the limited capacity system just like any conscious task, as we can easily show by asking people to make some metacognitive decision --- how long do you want to  watch a THIS television show? for example --- while keeping six arbitrary numbers in working memory.  Obviously we will see interference between the two tasks, which is exactly what we mean when we say that conscious metacognition “loads limited capacity.” 


What then if we need to do some metacognitive task when our working memory is already completely loaded?  TASKS THAT REQUIRE MORE CAPACITY THAN IS AVAILABLE SIMPLY FALL OFF THE APPLE CART. IN AN OVERLOAD SITUATION,  Metacognition will then be  impaired or impossible,  and all the activities that require metacognition --- self-monitoring, skepticism, deciding what to pay attention to next --- may be lost. 


This is not an unusual occurrence. In fact, it is exactly what seems to  be happening  in an everyday state of mind called absorption ---  with profound and unexpected consequences. 


Absorption and suspension of disbelief. 

     
Several times a day all of us enter mental states that are uninterrupted for minutes or hours: we may become enthralled by a book or creative project, or just commit ourselves to a psychologically demanding task, like writing or shadowing speech.  In absorbed states, people: 

1.  resist interruption; 

2.  tend to lose track of time;

3.  have decreased self-awareness; 

4.  tend to suspend disbelief; and 

5.  become passive about what  to pay attention to.  


Absorption has all the earmarks of low metacognition, probably because metacognitive thinking is simply pushed out of immediate memory by the absorbing flow of events. 


Fiction, we are told by literary scholars, operates by means of a “willing suspension of disbelief". We live for a while in the world EVOKED by an author or playwright.  How do we come to do such a sophisticated thing, without knowing which mental switch to throw in order to suspend disbelief, nor how to scramble back to adult realism when we need to?  If disbelief is a conscious disputing of some previous conscious contents --- telling ourselves, no, that can’t be true  --- it is easy to see how absorption might lead us to suspend skeptical questioning. We need only suppose that disbelief requires AN ADDED metacognitive act that takes  up limited capacity.  If other conscious contents have higher priority than disbelief, it must logically fall by the wayside.   By soaking up the ENTIRE limited capacity of consciousness and working memory, absorption may make it momentarily impossible to disbelieve. It allows us  for a while to live in wishful fantasy. 


It is interesting in this connection that there is a significant correlation between the traits of absorption and suggestibility.   And “suggestibility,” in turn, is a better word  for that great mystery, the puzzle of hypnosis. 


Suggestibility:  the power of  UNOPPOSED, conscious ideas. 

Hypnosis, we are told by researchers who have investigated the topic for decades, does not exist. There are many indications of this. One is the arbitrariness of the conditions that lead to “hypnosis:” none of the commonly used hypnotic induction RITUALS are necessary.  Susceptible people will meet all the criteria for “hypnosis” even without the ritual of fixating on a pendulum, rolling the eyes up into their orbits, or raising one’s arm; indeed, for the susceptible fifth of the population these rituals do not improve performance at all.  For the highly suggestible among us, anything that is believed to create “hypnosis” will do so.  Hearing an arbitrary word in a conversation will work quite well.   Further, suggestibility takes place without a trance; there is no known physiological state that accompanies high suggestibility; and no authoritative hypnotist is needed.   


Suggestible states are very commonplace. Medical students who study frightening diseases intensively and for the first time, routinely develop vivid delusions of having the “disease of the week” --- whatever THEY ARE CURRENTLY STUDYING. This temporary kind of hypochondria is so common that it has acquired a name, “medical student syndrome.”  In drug studies we always need to compare the active TREATMENT medication being tested to a placebo group, a comparison group that  is given FAKE TREATMENT, LIKE a sugar pill. Placebo comparisons are mandatory because the effects of suggestion are  so pervasive and powerful IN MEDICAL RESEARCH. For instance, it seems to be generally true that medications  in capsules are more effective than the identical substance in tablet form; the PAINKILLING effectS of morphine ARE more than half due to suggestion.  Hundreds of other common experiences are deeply influenced by suggestion. For example, the intensity of conscious pain and suffering is very susceptible to suggestion.  Indeed, if it is true that we are all swayed by our expectations when we are confronted with uncertainty in the world, suggestibility may simply be an ability to ADOPT unusual expectations. 


If hypnosis does not exist as a distinct entity, what is it that happens to people in that unnamed situation? Many researchers prefer just to be descriptive, and call it high suggestibility  without implying anything odd or mysterious. Suggestibility may just be AN ASPECT OF ordinary “absorbed” consciousness. 


How could this be? William James, who knew about this pattern of the evidence about “hypnosis” even in 1890, gave a delightfully simple answer. What guides our actions, he thought, was conscious images of goals AND IDEAS.  As soon as we become fully absorbed in a mental image of walking to the kitchen to eat that delicious peanut butter and jelly sandwich, we will simply get up and do it. Only when we entertain competing thoughts do we encounter hesitation and inhibition. James’  ideomotor theory   of voluntary control simply states that consciousness is impulsive; barring contrary thoughts or intentions, conscious goal  images AND IDEAS tend to be believed. (Chapter 6) 


In modern terms, conscious goals AND IDEAS tend to be carried out “by default.” IF THAT IS TRUE, suggestion is merely the ordinary functioning of consciousness without  THE ADDED MENTAL OPERATION OF  self-doubt.  The reason why in “hypnosis” we can extend an arm rigidly with unsuspected strength, is that we do not entertain doubts about our ability to do it. Presumably the reason for this lack of self-doubt  is that in absorbed states there is simply no room for metacognitive,  self-conscious thoughts.  


There is a very nice fit between the ideomotor theory and the theater metaphor. (See Chapter 6)  Messages PROCLAIMED from the stage are able to reach any specialized system in the brain, including those that control action. Since competing actors may be inhibited in ABSORBED STATES, there is NO INTERFERING COMPETITION to keep the conscious thought from being carried out.


Consciousness and the construction of reality     

Science fiction writers tell us that in the coming age of virtual reality computers, many of us will have trouble telling the difference between real   reality and the virtual kind. I’ve occasionally played with the thought that “reality” might be that part of our experience that PEOPLE can agree on from many perspectives,  to which we can see no alternative, and which does not  live up to our idealized expectations. No matter what I try mentally,  certain stubborn tables and chairs still go on being themselves. So does the flow of traffic on the highway and the price of apples. As for the astonishing perversity of human beings --- going their own way in spite of the best efforts of parents, teachers, newspapers, religious tracts and governments  to persuade them to do otherwise ...  But  you get the idea. Reality is a humbling sort of thing. 


Try as we might, most human beings cannot live full time in a world of  fantasy.  Virtual reality computers are but the latest innovation IN THE QUEST FOR real-seeming fantasies. Many  others have been tried before, only to yield ultimately to the real thing.  Hallucinogenic drugs, waking fantasies, rituals and myths, dreams, folies a deux  and folies a tous,   urban myths and group paranoias, television serials, rumors and fables, spellbinding demagogy and hypnosis, we still come down to everyday existence when we need to earn a living, go to the grocery store, or walk without bumping into things. But there are states in which our capacity for spinning deceptive copies of reality shines through, and they do tell us something about consciousness. 


CONSTRUCTED REALITIES IN DREAMS. 

Antti Revonsuo, a Finnish cognitive scientist, and V.S. Ramachandran, neurologist and experimental psychologist at the University of California IN SAN DIEGO have independently suggested that dreams may be considered to be virtual    realities, vivid simulations of the real thing.  It is a provocative idea, and it is certainly true that in the absence of sensory input the brain tends to construct vivid experiences that do not match that stubborn down-to-earth reality in the world. It is a bit like the parable of the Chinese sage who dreamt he was a butterfly, and on waking could not tell if he was a sage dreaming of being a butterfly or a butterfly dreaming that he was  a sage. It is a charming idea, but not one with much survival value. If the  sage were spotted by a hungry sparrow he would  have to resolve his identity crisis very quickly. 


EVEN IN THE WAKING BRAIN Creative construction of reality does occur. We construct a smooth visual reality out of dozens of narrow jumpy snapshots  collected over many separate eye-fixations. It is instructive to watch someone else’s eyes while reading; the eyes are easily seen to jump from fixation to fixation. As it turns out, we are nearly blind during the jumps, as our eyes move from point to point.  Only the fixations are conscious OF A VISUAL OBJECT, and of course the amount of visual information we can take in during any given fixation is limited by the size of the fovea.  Thus YOUR our experience  right now of smoothly reading a stable printed page emerges from a great deal of brainwork; it is not there in the raw input.  But the normal construction of waking consciousness  gives us a very good approximation to the real world, much better than the undigested input provides.  


Ordinarily, we can verify visual experiences by touching the world around us, or BY tasting, smelling and listening to it. The senses provide convergent information, helping to strengthen our confidence in the reliability of our experiences. In walking we are sprout ing predictions every single moment about the surfaces we step on.  We test our world by manipulating it, and fortunately most of the time our hands and eyes and all the other sensorimotor organs we use tend to converge on a single stable story. Finally we use other people to test our version of reality, to tell us when we are wrong, or too much swayed by personal idiosyncracies.  Waking consciousness does a good job of tracking perceptual reality. Untestable  beliefs and feelings may not be so reliable.   (See Chapter 3). 


Rude interruptions. 


Let us suppose that you are utterly absorbed in this book, and therefore not inclined to be interrupted. Now someone calls  your name. From studies of two-channel listening, we know that your  own name will simply interrupt the flow of absorbed experience. Indeed, any stimulus with personal or biological value will tend to do so: FIRE alarms, shooting pains, the delicious odor of cooking food, hunger pangs, emotionally charged thoughts of internal origin. Absorption does not protect us from high-priority signals, even ones that begin unconsciously. 


When something surprising or significant occurs, an orienting response  is evoked --- a great wave of neural activity, affecting every part of the nervous system. Three-hundred milliseconds after a surprising stimulus a positive tidal wave goes through the EEG. We stop, look and listen, explore WHATEVER SURPRISED US the cause  if we can, study it, try to cope with it, run from it if necessary, and in general try to solve whatever problem is being posed by it. The cognitive psychologist Endel Tulving suggests that large PARTS OF organs within the brain, such as the  hippocampus, have a primary function of mismatch-detection: spotting events that violate our expectations, and triggering attentional mechanisms to direct the suprising events to consciousness. 


Consciousness does not allow an easy escape from reality.   Even when we are absorbed in one flow of experiences the brain remains exquisitely sensitive to biologically and personally significant events going on outside of consciousness.  There is an unforgiving reality out there that the brain has evolved to deal with,  and consciousness seems to be our primary means for adapting to it.    


Perchance to dream.


 Yet each night, for two hours at least, dreams create a believable version of reality.  Freud thought that dreams were created by the need to protect sleep against unacceptable impulses from  the unconscious --- that  "cauldron of seething excitations" --- where wishful thoughts and aggressive fantasies lived in riotous  splendor. Conflictful thoughts and feelings certainly show up in dreams, but there is no evidence that they  cause    dreams. Based on careful comparisons between species, Jonathan Winson of Rockefeller University has proposed that dreaming goes back at least to early land-dwelling mammals. 


The most widely accepted view today is that dreams are triggered by unpatterned   neural activity arising from deep in the brain stem and flowing up to  cortex, which tries desperately to make sense of the meaningless stimulation.  Neuroscientist Allan Hobson of Harvard Medical School is its main proponent, and it fits a substantial amount of evidence. But Hobson's activation theory does not tell us how dream contents  arise. Dream experiences are based, we can assume, on whatever imaginative  interpretation the cortex is currently prepared to make of its random input. But that means we are back where we started: If cortex is the creator of dreams, and if it shapes them in accord with its dominant expectations,  then dreams are a sort of Rohrschach inkblot with extraordinary fluid imaginative power, a mental movie with few reality constraints and a plot spun with ad hoc   inventiveness. It is the ultimate example of the mind wildly at play with itself. 


Hallucinogenic drugs like LSD have a chemical resemblance to serotonin, the neural messenger that mediates dreaming. It is now believed that these drugs  mimic serotonin, and that LSD experiences are actually fantastical dreams that occur  during waking consciousness. 


The conscious dream.     


  Judging by the overall electrical activity of the brain, dreams are a kind of conscious state, as indeed we CAN REMEMBER AFTERWARDS. The EEG in dreaming looks almost exactly like waking consciousness. Its voltage is lower,  but the electrical waves are low, fast and irregular just as they are in normal wakefulness. In contrast, deeply unconscious states like deep sleep and coma, are marked by high, slow, and regular waves. 


What does this electrical pattern mean? There are several scientific models, but the simplest notion is that the fast, noisy-looking activity of wakefulness all over the brain may show the activity of many independent neurons,  much like a loud cocktail party with thousands of people talking at the same time.  If  everyone at the party were to start singing the same slow song, over and over again, the loudness graph would appear loud, slow, and regular, just like the EEG of deep sleep and coma. Singing in unison involves much less information than the hubbub of thousands of independent conversations. The anarchic appearance of waking consciousness may show us the  neural marketplace of activity, chaotic on the surface  but efficient and productive as a whole.


Do dreams involve virtual realities? Most of the time  dream content seems real enough. People rarely doubt dream narratives, at least not until it breaks down, as bizarre discontinuities appear in the story line. Like  most conscious contents, dreams are always referred outward   to some conceivable world. Dreams appear to be constructed realities in that sense: they have some momentary meaning, plot, characters, action, motivation, and interaction between self and other.   


Lucid dreaming:  conscious metacognition during dreams. 

--------------------------------

Insert Figure 4-2  about here. 

--------------------------------


Given all the evidence that we are quite conscious during dream states, it is perhaps not surprising that we can also learn to be self -conscious. “Lucid dreaming” is one of the most interesting discoveries of the last ten years. It is the ability to think about, signal, and deliberately try to transform a dream, during the dream.  Lucid dreaming is marked by awareness that one is dreaming, and just as you might expect, it involves a skeptical stance toward the reality of the dream.  In a way, the lucid dream begins with the realization that this is only a dream.  It is not real. Skepticism is of course an achievement of metacognition.   


Stephen LaBerge and William Dement of Stanford University were the first modern workers to explore this possibility.  In dreams the thick sheath of outer muscles that move our bodies is effectively paralyzed, except for the muscles needed for breathing, eye movements and a few other things.  Visual input is blocked.  But the dream state is  marked by regular episodes of large, fairly rapid eye movements, about one per second, in sustained bursts.    LaBerge and Dement wondered whether dreamers might be able to move their  eyes back and forth at will, to signal when they hear a tone?  It turns out that they can; they can also voluntarily suspend breathing, and even move a finger in response to a tone. The most important point is not the eye movements themselves, of course,  but the fact that they can be used to communicate  a message about the dreamer’s experience. Eye movements can serve as voluntary signals about  a conscious event. 


What makes ordinary dream reports hard to trust is the long interval between the dream event and the report. We dream about two hours each night, but  remember only a few fragments in the morning. Why certain dreams are remembered the next morning is a mystery, and we do not know whether dreams are transformed in the very act of remembering THEM. It seems likely.  Dream reports cannot be accepted on sight; they must be treated with care. 


Lucid dreams help solve this problem because they allow for immediate signals from PEOPLE IN the midst of a dream; and, as we see so often, once methodological problems are solved, a world of interesting possibilities opens up. 


But tThe main lesson for us here is the role of metacognition and skepticism, which appear to be necessary if we are not to be drawn helplessly into the persuasive reality of dreams, absorbed states, and all the other virtual reality states we are attracted to, from drugged states to the persuasive fantasies of true believers everywhere in the world. 


Lucid dreaming can be enthralling. Stephen LaBerge of Stanford University, who was instrumental in its discovery, has now started an organization for “oneironauts,” volunteers who experiment with lucid dreaming in their own nightly lives, regularly sending in dream descriptions and other data. By all accounts it is an interesting adventure, and surely safer than other mind-altering methods. In the late 1940’s the American psychiatrist Nathan Rapport wrote about lucid dreams, 

As to the mysterious glories all too seldom remembered from dreams --- why attempt to describe them? Those magical fantasies, the weird but lovely gardens, these luminous grandeurs; they are enjoyed only by the dreamer who observes them with active interest, peeping with appreciatively wakeful mind, grateful for glories surpassing those the most accomplished talents can  devise in reality. 

The functions of dreaming and sleeping. 


We are abysmally ignorant of the function of dreams and even of sleep.  Functional explanationS in biology are difficult TO PROVE anyway --- they are mostly post-hoc, and there is no ACCEPTED procedure for proving a functional explanation --- AND but we do not know of a single persuasive reason for sleep to take up a third of our lives. Sleep makes us vulnerable to predators, yet it dates back to the earliest vertebrates. As for dreaming, a hundred year after Freud produced its most popular explanations, we still have very little certainty. 


It is normal waking consciousness that is most obviously functional. Without consciousness, all the adaptive advantages we humans possess --- language, the ability to learn, intelligence, the use of hands to manipulate the world, socialization, the ability to pass down cultural discoveries to new generations --- all of these human advantages would disappear. Contrary to widespread belief, normal working consciousness IS may  be the most OBVIOUSLY clearly adaptive state of the brain. 

Further Reading.


Alan Hobson, a leading researchers on dreams, has written a fine popular account of the state of scientific undertstanding in  The Dreaming Brain, and Stephen LaBerge’s Lucid Dreaming covers that fascinating topic in a highly readable way.  Ernest R. Hilgard, one of the most widely respected experimental psychologists, provides a fascinating story of hypnotic effects in Divided Consciousness:  Multiple Controls in Human Thought and Action, and Matthew Erdelyi has written a sympathetic overview of psychoanalysis from the perspective of cognitive psychology  in Psychoanalysis: Freud’s Cognitive P sychology.   

